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Abstract 

This paper introduces kognita, a comprehensive software platform designed 
to augment the capabilities of key stakeholders within the (higher) education 
ecosystem through deeply integrated artificial intelligence. Built on a modern 
technology stack comprising Next.js, Firebase, and Google's Genkit for AI 
orchestration, the platform provides a suite of role-specific tools powered by 
large language models that range from personalised student study plan 
generation and automated exam marking to AI-agent-led crisis management 
for entire courses. By integrating generative AI into the specific workflows of 
students, educators, examiners, and administrators, kognita serves as both a 
proof-of-concept and a cautionary exploration of a new paradigm in 
educational technology. This paradigm moves beyond single-function AI tools 
toward holistic, context-aware systems that promise to enhance pedagogical 
effectiveness while simultaneously raising profound questions about the future 
of human expertise in teaching, the ethics of algorithmic instruction, and the 
socioeconomic implications of AI-driven educational automation. As we stand 
at the precipice of a transformation that could fundamentally alter the nature 
of higher education, this platform and the discourse it enables become 
essential to understanding not merely what AI can do for education, but what 
education must protect from AI. 

1. Introduction: The Imperative of Critical AI Integration in Higher Education 

The proliferation of powerful, publicly accessible large language models represents a 
technological inflection point for higher education comparable in scale and 
consequence to the advent of the internet itself (Zawacki-Richter et al., 2019). 
However, unlike previous technological integrations, generative AI presents not 
merely an opportunity for incremental improvement but a fundamental challenge to 
the epistemological foundations of the academy. The dichotomy is stark and 
inescapable: on one hand, AI offers unprecedented capacity to personalise learning 
at scale, automate administrative burdens, and provide on-demand academic 
support that was previously constrained by the scarcity of human attention; on the 
other, it poses existential questions about the value of human expertise, the 
authenticity of student work, and the very definition of learning in an era when 
knowledge generation can be instantaneous and effortless (Cotton et al., 2023). 
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Institutions can no longer treat AI as a peripheral tool to be cautiously adopted or a 
simple threat to be policed through plagiarism detection. Instead, what is required is 
a far more sophisticated and uncomfortable engagement with AI as a transformative 
force that demands we interrogate the fundamental assumptions undergirding our 
educational systems. 

Recent data underscore the urgency and inevitability of this transformation. As of 
2025, approximately 92% of students in higher education actively use AI tools, a 
dramatic increase from 66% just one year prior, with 88% of these students 
deploying generative AI to complete assignments, explain concepts, and even 
generate text directly in their submitted work (Gouseti et al., 2024). This is not a 
marginal phenomenon that can be contained through policy enforcement but a 
wholesale shift in student behavior that reflects the genuine utility these tools 
provide. Yet this adoption has outpaced institutional readiness by a considerable 
margin, with 68% of urban teachers reporting they have received no formal AI 
training and only 74% of districts planning to implement such training by Fall 2025 
(Huma et al, 2025; Salas-Pilco et al., 2022). The gap between AI proliferation and 
educational preparedness creates a vacuum in which students are left to develop 
their own norms of use, often without guidance on the ethical, pedagogical, or 
cognitive implications of their choices. This paper presents kognita as a response to 
this vacuum, not as a solution that resolves all tensions, but as an integrated 
platform that makes explicit the capabilities, trade-offs, and ethical dilemmas 
inherent in AI-native educational technology. 

The central thesis of this work is that to be truly effective and intellectually honest, an 
educational AI system must provide differentiated value to each of its core 
constituencies while simultaneously surfacing rather than obscuring the profound 
questions such differentiation raises. A one-size-fits-all approach, such as a generic 
chatbot available to all users, fails to address the unique workflows, responsibilities, 
and pedagogical goals of students, educators, examiners, and administrators. More 
critically, such generic approaches allow institutions to adopt AI without confronting 
the harder questions about what human expertise becomes when algorithmic 
systems can perform many of the tasks that have historically defined professional 
work in education. kognita's architecture is therefore organised around four distinct 
but interconnected modules, each tailored to a specific stakeholder group, creating a 
symbiotic ecosystem where the actions and data from one user constituency inform 
and enhance the tools available to others. This design facilitates not merely 
efficiency but a comprehensive reimagining of what education might become when 
AI is integrated not at the margins but at the core of pedagogical practice. Yet this 
same integration forces us to confront an uncomfortable truth: the technological 
capacity to automate instruction does not automatically justify its deployment, and 
the path from augmentation to displacement is shorter and more tempting than we 
might wish to acknowledge. 
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2. System Architecture and Technological Foundation 

The architectural design of the Kognita platform is predicated on principles of 
scalability, security, and modularity, creating a robust foundation for its diverse 
AI-driven functionalities while maintaining the flexibility to adapt as both technology 
and pedagogical understanding evolve. The frontend is constructed using Next.js, 
specifically leveraging its App Router paradigm to facilitate a highly interactive and 
server-component-first user experience. This architectural choice allows for efficient 
rendering strategies where non-interactive or data-heavy components are rendered 
on the server, minimising the client-side JavaScript bundle and improving initial page 
load times, factors that are critical for user engagement in educational platforms 
where cognitive load and accessibility are paramount concerns (Srivastava et al., 
2024). The emphasis on server-side rendering also provides enhanced security for 
sensitive educational data and API interactions, ensuring that authentication tokens 
and AI orchestration logic remain protected from client-side exposure. The entire 
backend infrastructure, including user authentication, database operations, and file 
storage, is managed through Google's Firebase suite, providing a scalable and 
reliable foundation that can accommodate institutional-scale deployments without 
requiring extensive infrastructure management overhead. 

Firestore, a NoSQL document database, serves as the primary data store for the 
platform, housing user profiles, class structures, assignments, generated study 
plans, and the complex relational data that connects students to educators, courses, 
and learning materials. The choice of a NoSQL architecture reflects a pragmatic 
recognition that educational data is inherently semi-structured and subject to rapid 
evolution as pedagogical approaches and assessment methods change. This 
flexibility is essential for a platform designed to adapt to diverse institutional contexts 
and educational paradigms. Firebase Authentication provides a secure and scalable 
solution for managing user identity across the various roles within the 
system—students, educators, examiners, and administrators—with role-based 
access control enforced through Firestore Security Rules that govern data access at 
a granular level (Babu, 2025). This architecture ensures that sensitive student 
performance data is accessible only to authorised individuals while maintaining the 
data interconnections necessary for features such as class-wide performance 
analytics and automated study plan generation. 

For the AI capabilities that define the platform's core value proposition, Kognita 
utilises Genkit, a modern open-source framework for building production-grade 
generative AI applications. By defining AI logic in server-side TypeScript "flows," 
Genkit acts as a crucial orchestration layer that decouples AI functionality from the 
frontend client. This separation is not merely a technical convenience but a security 
imperative, allowing for the secure management of API keys and the implementation 



of complex, multi-step AI chains—such as receiving a student's exam submission, 
invoking an LLM for initial assessment, applying a predefined rubric, detecting 
potential integrity violations, and finally generating both a grade and detailed 
formative feedback—all within a single, manageable server-side transaction. The 
platform integrates with Google's Gemini 2.0 Flash model for multimodal processing, 
enabling the system to parse both textual and visual inputs such as uploaded syllabi 
in PDF format or handwritten examination scripts captured as images. This 
multimodal capability expands the platform's accessibility and utility, accommodating 
the diverse formats in which educational content exists while maintaining consistent 
AI processing capabilities. The architecture ensures that Kognita is not merely a 
wrapper around a generative AI API but a cohesive system in which user identity, 
institutional context, educational data, and AI logic are deeply integrated to create 
experiences that are contextually aware and pedagogically grounded. 

3. Core Functionalities: Differentiated AI Augmentation Across Stakeholder 
Groups 

The architecture of kognita is fundamentally organised around the recognition that 
different stakeholders in higher education have distinct needs, responsibilities, and 
modes of engagement with educational content, and that effective AI integration 
must therefore provide tailored functionality rather than generic tools. This 
stakeholder-specific approach represents a departure from the predominant model of 
educational AI, which tends to treat "education" as a monolithic domain and fails to 
account for the profound differences between student learning, educator 
assessment, examiner quality assurance, and administrative oversight. By creating 
separate but interconnected modules for each constituency, kognita enables a form 
of AI integration that respects the complexity of educational ecosystems while 
creating opportunities for data flow and insight sharing that enhance the system as a 
whole. 

 

3.1 Student Mode 

The student experience within kognita is designed as an adaptive and personalised 
learning companion that moves beyond passive content delivery to active 
engagement with the student's demonstrated knowledge and identified gaps. The 
interaction begins with syllabus analysis, where students provide course materials 
either through direct text input or document upload. A Genkit flow utilising the Gemini 
3.0 Flash multimodal model executes the analyseSyllabus function to parse the 
document and extract its core academic structure, including topics, subtopics, 
learning objectives, and assessment weightings. This extracted syllabus becomes 
the foundational context for all subsequent AI interactions, enabling the system to 
provide domain-specific support that is aligned with the course's pedagogical goals. 
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The generateExam flow allows students to request practice assessments of varying 
length and difficulty, from brief "snap" quizzes to full-length simulations that mimic 
real examination conditions. These practice tests promote active recall and 
self-assessment, learning strategies that are established through cognitive science 
research as being significantly more effective than passive review for long-term 
retention and transfer of knowledge (Umuerhi et al, 2023; Roediger & Karpicke, 
2006). Upon submission of a practice exam, the aiExamMarker flow provides 
probabilistic grade estimation alongside detailed formative feedback that identifies 
specific conceptual misunderstandings, suggests areas for review, and offers 
explanations for correct approaches. The system closes the learning loop through 
the generateStudyPlan function, which synthesises exam results to produce a 
day-by-day remediation plan including targeted reading materials, concept reviews, 
and adaptive practice questions that address demonstrated weaknesses. This 
creates a truly personalised learning pathway that dynamically adapts to each 
student's evolving mastery, moving toward the long-promised but rarely realised 
ideal of one-to-one tutoring at scale. 

 

3.2 Educator Mode 

The educator toolkit is engineered to reduce administrative overhead while providing 
actionable insights into both individual student performance and class-wide learning 
trends. Educators can create virtual classes, enroll students through flexible 
invitation systems including join codes and email invitations, and distribute learning 
materials through Firebase Storage integration that handles diverse file types 
including documents, presentations, and multimedia resources. The most significant 
functionality for educators is the automated assignment creation and marking 
system. An educator defines a comprehensive assignment including title, detailed 
instructions, and a marking rubric that can specify weighted penalties for issues such 
as AI-generated content, plagiarism, citation errors, late submission, and even 
stylistic problems like poor grammar or inadequate argumentation. When a student 
submits their work, the submitAssignment function triggers the aiExamMarker flow 
on the backend, which instructs the LLM to assume the role of an expert examiner 
applying the predefined criteria. The system assesses the submission against the 
rubric, applies the specified penalties with detailed justification, and generates both a 
numerical grade and a comprehensive rationale explaining the assessment. This 
automation addresses what is consistently identified as one of the most 
time-intensive and cognitively draining aspects of teaching, allowing educators to 
reclaim time that can be redirected toward curriculum design, mentorship, and direct 
student interaction (Salas-Pilco et al., 2022). Beyond individual assignment support, 
the platform provides class-wide analytics that aggregate anonymised student 
feedback and performance data, enabling educators to identify common conceptual 



difficulties, track learning progression over time, and adjust their pedagogical 
approach based on empirical evidence rather than intuition alone. 

 

3.3 Examiner Mode 

The examiner module recognises that high-stakes assessment requires specialised 
tools that prioritise both efficiency and forensic rigor in a context where academic 
integrity violations can have significant consequences for student credentials and 
institutional reputation. This mode is distinct from educator-level assignment marking 
by focusing on batch processing capabilities and advanced integrity verification. 
Examiners can define and save complex marking templates that encapsulate 
detailed rubrics and an extensive array of penalty rules, including sophisticated 
checks for AI-generated content through stylistic analysis, plagiarism detection 
through cross-referencing with vast knowledge bases, verification of citation counts 
against specified minimums, and evaluation of structural and grammatical quality. 
The system is designed to handle multiple submission formats, accepting batch 
uploads of documents in formats such as DOCX and PDF as well as image-based 
examination scripts, a capability that is particularly valuable for processing 
handwritten responses in contexts where digital submission is not feasible or 
desirable. Each uploaded file is processed through a server-side extraction pipeline 
that converts the content into analysable text while preserving contextual information 
about formatting and structure. The aiExamMarker flow is then invoked for each 
script with specific instructions to perform forensic analysis, comparing the 
submission against the model's training data to detect instances of plagiarism and 
identifying stylistic markers that are statistically indicative of machine-generated 
content rather than authentic human composition. This functionality directly 
addresses the escalating concerns around academic integrity in an era where 
sophisticated AI tools can generate essay-length responses that are grammatically 
correct, topically relevant, and difficult to distinguish from human writing through 
surface-level inspection (Nagaveni et al., 2025). The platform provides examiners 
with not merely a binary determination but a detailed analysis including confidence 
scores, specific passages of concern, and justifications that can inform the 
examiner's final judgment while respecting the principle that such consequential 
decisions must remain under human oversight. 

 

3.4 Admin Mode 

The administrative oversight layer provides institutional leaders with tools for 
monitoring and intervention at a scale that encompasses entire departments or 
institutions while respecting the pedagogical autonomy of individual educators. The 
Admin Dashboard provides a high-level view of classes, enrollment statistics, 



performance trends, and student engagement metrics, with access granted through 
a secure request-and-approval workflow that ensures administrators can fulfill their 
oversight responsibilities without unwarranted intrusion into classroom-level 
operations. The platform enables administrators to identify struggling students 
through automated risk flagging based on performance trends, track completion 
rates and time-to-degree metrics, and assess the effectiveness of different 
pedagogical approaches through comparative analysis of student outcomes across 
sections or instructors.  

 

3.5 Crisis Manager Mode 

The most innovative and potentially controversial feature within this layer is the Crisis 
Management module, which allows an educator or administrator to delegate course 
delivery to an AI agent during periods of instructor unavailability. By providing the full 
syllabus, the number of remaining instructional days, and a description of content 
already covered, institutional staff can trigger the generateCrisisPlan flow. This 
specialised AI agent synthesises the information to create an emergency lesson plan 
covering all outstanding topics on a day-by-day basis, complete with learning 
objectives, suggested activities, reading materials, and assessment checkpoints. 
The system can then automatically deliver these lessons to students through the 
platform's communication infrastructure, ensuring that learning continuity is 
maintained even in the face of unexpected disruptions such as instructor illness, 
family emergencies, or institutional crises. This represents a novel application of 
generative AI for ensuring educational continuity, demonstrating the technology's 
capacity for context-aware curriculum management that goes far beyond simple 
content generation. Yet this very capability raises the most profound questions that 
motivate this paper: if an AI agent can successfully deliver a course in the absence 
of a human instructor, what prevents institutions from deploying such agents as a 
cost-saving measure rather than an emergency backup? What safeguards exist to 
ensure that technology designed for augmentation is not repurposed for 
displacement? 

 

4. The Futures We Are Building: AI as Transformation and Disruption 

To understand the significance of platforms like kognita requires moving beyond the 
immediate questions of feature sets and user experience to consider the broader 
trajectories that educational AI is likely to follow in the coming decade. Recent 
analyses from education researchers, technology forecasters, and institutional 
leaders paint a picture of transformation that is both exhilarating and deeply 
unsettling, suggesting that the changes currently underway represent not an 
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evolution of existing educational models but their wholesale replacement with 
paradigms that are fundamentally different in structure, purpose, and human 
involvement. The question is not whether AI will transform higher education but what 
kind of transformation we will choose to build and, critically, what human elements 
we must insist on preserving even when technology makes their elimination 
technically feasible. 

Multiple forecasts converge on the expectation that by 2030, AI will be ubiquitous in 
higher education in ways that make current adoption levels seem tentative and 
experimental (Miao et al., 2021). Educational institutions are projected to deploy 
embodied AI robots that perform not merely computational tasks but physical ones, 
from library operations where humanoid assistants retrieve books and guide patrons 
through archival systems, to laboratory environments where AI-equipped robots 
conduct experiments with precision that exceeds human capability, to administrative 
functions where automated systems handle everything from admissions processing 
to financial aid allocation (Schroeder, 2025). This vision of the "synergetic campus" 
envisions human faculty, staff, and administrators working alongside AI entities that 
possess specialised knowledge, tireless availability, and operational efficiency that 
no human workforce could match. The economic calculus driving such visions is 
straightforward and compelling for resource-constrained institutions: AI labor costs a 
fraction of human salaries while operating twenty-four hours per day without benefits, 
vacation time, or the full range of employment protections that have been hard-won 
over decades of labor organising. The productivity gains are projected to be 
substantial, enabling institutions to expand enrollment without proportional increases 
in staffing, to offer personalised support at scales previously unimaginable, and to 
redirect human expertise toward tasks that are genuinely irreplaceable such as 
strategic planning, curriculum innovation, and high-touch mentorship for students 
requiring exceptional intervention. 

Yet this economically compelling vision confronts a fundamental question that cannot 
be resolved through efficiency calculations alone: what is education for, and what 
must remain irreducibly human within it? Research from across the educational 
spectrum emphasises that teaching is not merely information transmission but a 
profoundly relational activity involving mentorship, inspiration, the modeling of 
intellectual virtues, and the cultivation of critical thinking through nuanced dialogue 
that responds to the specific needs, confusions, and insights of individual learners 
(Hussain et al., 2025). These qualities emerge not from the content of what is taught 
but from the manner of teaching and the authenticity of the relationship between 
teacher and student. A fully automated course, no matter how pedagogically 
sophisticated in its design, risks reducing education to a transactional exchange 
where content is delivered and assessed without the relational depth that transforms 
education from credentialing into formation. Students consistently report that while 
they trust AI for content delivery and factual information, they look to human faculty 
for ethical guidance, mentorship, and the kind of meaning-making dialogue that 



helps them understand not merely what is known but why it matters and how it 
connects to their own emerging sense of purpose (Gouseti et al., 2024). The danger, 
then, is not that AI will fail to deliver content effectively but that it will succeed so 
thoroughly in the technical dimensions of education that institutions will be tempted 
to reduce education to precisely those dimensions, eliminating the 
harder-to-measure but ultimately more consequential elements that make education 
transformative rather than merely informative. 

The AI education market is projected to reach $112.3 billion by 2034, reflecting 
massive investment in technologies that promise to make education more scalable, 
more efficient, and more data-driven (World Economic Forum, 2025). This 
investment is not neutral but carries with it assumptions about what education should 
become and what problems it should solve. Much of the enthusiasm for educational 
AI is driven by genuine frustration with the inefficiencies and inequities of existing 
systems: the shortage of qualified teachers, particularly in STEM fields and rural 
areas; the inability of traditional classroom instruction to accommodate diverse 
learning styles and paces; the administrative burdens that consume educator time 
that could be spent on teaching; and the persistent achievement gaps that correlate 
with socioeconomic status and access to educational resources. AI promises 
solutions to all of these problems through personalisation that adapts to individual 
needs, through automation that reduces workloads, through data analysis that 
identifies struggling students before failure becomes inevitable, and through 
democratised access that makes high-quality instruction available regardless of 
geographic or economic constraints. These promises are not empty. The technology 
is genuinely capable of delivering on many of them, and the potential benefits for 
students who have been underserved by traditional educational models are 
substantial and morally compelling. 

However, the same technological capabilities that enable these benefits also enable 
forms of automation that could fundamentally undermine the teaching profession 
and, with it, the depth and humanity of education itself. Research on workforce 
automation suggests that while core teaching tasks involving interpersonal 
interaction with young learners have relatively low automation potential, the routine 
and administrative aspects of teaching are highly susceptible to AI replacement 
(World Economic Forum, 2024). The optimistic interpretation is that automation will 
free teachers from drudgery to focus on the creative and relational aspects of their 
work that are genuinely fulfilling and pedagogically valuable. The pessimistic but 
historically grounded interpretation is that once automation demonstrates its capacity 
to reduce costs, institutions will face intense pressure to maximise those savings not 
by redirecting human labor to higher-value tasks but by simply reducing the human 
workforce. This pattern has been observed across virtually every industry that has 
undergone automation, from manufacturing to customer service, where initial 
promises of augmentation have frequently given way to displacement once the 
technology matured and economic pressures intensified. A Pew Research study 



found that 31% of AI experts whose work focuses specifically on these technologies 
predict that AI will place teaching jobs "at risk" over the next twenty years, a forecast 
that reflects not technological determinism but recognition that economic incentives 
and institutional decision-making will shape how these capabilities are deployed 
(Pew Research Center, 2023). The creation of platforms like kognita, with their 
capacity to automate entire courses through the Crisis Management module, makes 
such displacement not merely possible but straightforward to implement, requiring 
only a policy decision rather than new technological development. 

 

5. The Ethics of Algorithmic Pedagogy and Unsupervised Learning 

The integration of AI into education raises ethical questions that extend far beyond 
the familiar concerns about academic integrity and plagiarism to encompass 
fundamental issues about algorithmic bias, data privacy, pedagogical autonomy, and 
the appropriate role of automated systems in contexts involving human development 
and assessment. These ethical challenges are not ancillary considerations that can 
be addressed after deployment but constitutive features of AI-driven education that 
must be confronted at the design stage, acknowledged with transparency, and 
actively mitigated through ongoing human oversight and evaluation. The failure to 
adequately address these ethical dimensions risks not merely suboptimal 
educational outcomes but genuine harm to the students, educators, and 
communities that educational technology purports to serve. 

Algorithmic bias represents one of the most pervasive and insidious ethical 
challenges in AI systems, arising from the fact that large language models are 
trained on vast corpora of internet text that inevitably reflect the biases, stereotypes, 
and inequities present in human-generated content (Bender et al., 2021). When such 
models are deployed in educational contexts for tasks such as grading student work, 
generating study materials, or assessing whether text was AI-generated or 
human-authored, these biases can manifest in ways that systematically 
disadvantage certain student populations. Research has documented that AI 
systems frequently exhibit biases against non-native speakers, penalising writing 
that deviates from standardised linguistic norms even when the content 
demonstrates sophisticated understanding of the material (Gašević et al., 2023). 
Similarly, AI assessment systems have been shown to favor certain rhetorical styles 
and argumentative structures that correlate with cultural and educational 
backgrounds, potentially disadvantageous to students from diverse backgrounds 
whose modes of expression differ from the dominant patterns in the training data. In 
the context of Kognita's aiExamMarker flow, which makes consequential 
assessments of student work based on LLM analysis, the risk is that such biases will 
be embedded into the assessment process in ways that are difficult to detect 
because they are not explicitly programmed but emerge from statistical patterns in 
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the training data. The fact that these assessments are accompanied by detailed 
rationales that appear objective and authoritative may actually exacerbate the 
problem by lending spurious credibility to biased judgments, making it less likely that 
educators will question or override the AI's determination. 

Data privacy emerges as an equally critical concern given the volume and sensitivity 
of student information that platforms like Kognita necessarily collect and process. 
The system requires access to student performance data, writing samples, study 
patterns, areas of struggle, and learning trajectories over time, all of which constitute 
sensitive educational records protected under regulations such as FERPA in the 
United States and GDPR in the European Union. The aggregation of this data 
creates profound opportunities for personalised learning and institutional 
improvement but also creates risks of privacy violations, data breaches, and 
unauthorised secondary uses. UNESCO's 2024 guidance on AI in education 
emphasises that all student data must remain in what they term a "privacy sandbox," 
with explicit prohibition against vendors using student prompts or outputs to train 
commercial AI models unless explicit parental or student consent has been obtained 
(UNESCO, 2024). The requirement for data localisation, where student information is 
stored within jurisdictions that provide adequate privacy protections, adds 
operational complexity but is essential for protecting students from exploitation of 
their educational records for commercial gain. Beyond the technical requirements of 
data security, there are deeper questions about informed consent in contexts where 
students may have limited understanding of how their data is being used, limited 
power to refuse participation if AI systems are institutionally mandated, and limited 
recourse if their data is misused or their privacy violated. The asymmetry of power 
between students and institutions makes voluntary consent problematic, suggesting 
that privacy protections cannot rely on individual choice alone but must be built into 
the system design as non-negotiable defaults. 

The question of pedagogical autonomy takes on new dimensions when AI systems 
are capable of making or informing decisions that have traditionally been the 
province of human expertise and professional judgment. When Kognita's 
aiExamMarker provides a detailed assessment of student work including specific 
penalties and grade deductions, to what extent is the educator expected to review 
and potentially override this assessment, and what happens to professional 
judgment when it becomes primarily a matter of auditing algorithmic output rather 
than exercising direct evaluative expertise? Research on automation and deskilling 
across various professional domains suggests that when humans are relegated to 
supervisory roles overseeing automated systems, their expertise atrophies through 
disuse, making them progressively less capable of recognising when the automation 
makes errors or operates outside its appropriate domain (Eubanks, 2018). In 
educational contexts, this could manifest as educators gradually losing their capacity 
for nuanced assessment, coming to rely on AI-generated rubrics and grading rather 
than developing their own evaluative frameworks grounded in deep understanding of 



their students and their discipline. The danger is not merely individual deskilling but a 
broader cultural shift where the professional autonomy of educators is eroded as 
algorithmic systems increasingly define what counts as good work, what learning 
objectives are worth pursuing, and what pedagogical approaches are appropriate, all 
based on patterns in training data rather than on the kind of situated, contextualised 
judgment that human expertise provides. 

The deployment of unsupervised AI instruction through features like the Crisis 
Management module raises perhaps the most profound ethical questions about the 
appropriate role of technology in human development. UNESCO's ethical guidance 
on AI in education explicitly states that no algorithm, regardless of its sophistication, 
should grade, certify, or discipline students without a qualified human educator 
making the final determination, reflecting a broader principle that humans must 
remain the moral agents in contexts involving consequential decisions about other 
humans (UNESCO, 2024). Yet the Crisis Management module is designed precisely 
to enable course delivery in the absence of the human instructor, raising the question 
of whether educational continuity in emergency situations justifies a form of 
automation that would be inappropriate in normal circumstances. The ethical 
framework for addressing this question requires distinguishing between temporary 
deployment of AI instruction as a contingency measure when human instruction is 
genuinely unavailable, and permanent deployment of AI instruction as a cost-saving 
strategy that eliminates the human instructor altogether. The technological capability 
is the same in both cases; what differs is the institutional context and intent. The 
challenge is that once the infrastructure for automated instruction exists and has 
demonstrated its functional adequacy, the temptation to expand its use beyond 
emergency situations becomes difficult to resist, particularly for institutions facing 
budget constraints and enrollment pressures. The ethical obligation, then, is not 
merely to build systems with appropriate capabilities but to establish governance 
structures and policy frameworks that constrain how those capabilities can be 
deployed, ensuring that technological possibility does not automatically translate into 
institutional practice. 

 

6. The Specter of Displacement: AI and the Future of Academic Labor 

The discourse around AI in education frequently invokes the rhetoric of 
augmentation, positioning these technologies as tools that will enhance rather than 
replace human educators, freeing them from administrative burdens to focus on the 
relational and creative aspects of teaching that are genuinely fulfilling and 
pedagogically valuable. This optimistic framing is not entirely disingenuous; there are 
genuine use cases where AI can reduce workload without diminishing the quality of 
education, such as automating attendance tracking, generating first drafts of lesson 
plans that educators then refine, or providing initial feedback on student writing that 



educators review and supplement. However, the augmentation narrative becomes 
more complicated and less reassuring when we examine the economic incentives 
driving AI adoption, the historical patterns of technological displacement across other 
sectors, and the specific capabilities that platforms like Kognita demonstrate. The 
uncomfortable truth is that the same technological infrastructure that enables 
augmentation also enables displacement, and the factors that will determine which 
pathway institutions follow are not primarily technical but political, economic, and 
cultural. 

The economic case for AI-driven automation in education is straightforward and 
increasingly difficult for resource-constrained institutions to ignore. Personnel costs 
constitute the overwhelming majority of educational expenditures, with estimates 
suggesting that 55 cents of every dollar spent on K-12 education and similar 
proportions in higher education go toward salaries and benefits (Brookings 
Institution, 2016). AI systems, once developed and deployed, operate at marginal 
costs that are a tiny fraction of human labor, with no need for salaries, benefits, 
professional development, or the full range of employment protections. The 
productivity differential is equally stark: AI systems can operate continuously without 
fatigue, can handle vastly more simultaneous interactions than human instructors, 
and can scale from serving dozens to serving thousands of students with minimal 
additional cost. For institutions facing enrollment declines, budget cuts, or pressure 
to expand access without proportional increases in funding, the temptation to 
substitute AI for human labor becomes nearly irresistible as a matter of institutional 
survival. The question is not whether institutions will face this temptation but how 
they will respond to it, and whether the initial commitments to augmentation will 
prove durable when financial pressures intensify. 

Historical precedent from other sectors that have undergone automation provides 
reason for skepticism about the durability of augmentation commitments. In 
manufacturing, the introduction of robotics was initially framed as a way to eliminate 
dangerous and repetitive tasks while allowing human workers to focus on higher-skill 
functions requiring judgment and dexterity. While this transition did occur for some 
workers, the overall result was massive reduction in manufacturing employment as 
automation enabled the same output with dramatically smaller workforces (Eubanks, 
2018). In customer service, the introduction of AI chatbots and automated response 
systems was positioned as a way to handle routine inquiries while freeing human 
representatives to address complex issues requiring empathy and problem-solving. 
Yet the result has frequently been reduction in human customer service staff, with 
automated systems handling the vast majority of interactions and human 
representatives relegated to exception handling for cases where the automation fails. 
The pattern is consistent: initial augmentation evolves into substantial displacement 
once the technology matures and organisations realise the full extent of cost savings 
available through workforce reduction. The education sector is not immune to these 



dynamics, and the specific capabilities that Kognita demonstrates suggest that the 
substitution potential is higher than educators might prefer to believe. 

The Crisis Management module represents the clearest example of this substitution 
potential, demonstrating that an AI agent can, in principle, deliver an entire course 
from syllabus analysis through daily lesson planning to assessment and student 
support, all without human instructor involvement beyond the initial setup. The fact 
that this capability is framed as an emergency measure does not eliminate its 
potential for broader deployment, particularly if initial emergency uses demonstrate 
that learning outcomes with AI instruction are comparable to those with human 
instruction by the metrics institutions typically use to assess educational 
effectiveness, such as completion rates, grade distributions, and student satisfaction 
scores. If AI-delivered courses prove "good enough" by these metrics, the economic 
pressure to expand their use becomes intense, particularly for large-enrollment 
introductory courses where personal mentorship is already limited and instruction 
already follows relatively standardised formats. The argument for expansion is 
superficially compelling: if we can maintain educational quality while dramatically 
reducing costs and expanding access, are we not obligated to do so, particularly 
when the alternative is turning away students or increasing tuition to unsustainable 
levels? The counterargument requires articulating values and benefits that are not 
easily captured in quantitative metrics, such as the modeling of intellectual virtues, 
the cultivation of curiosity through authentic dialogue, and the formation of identity 
that occurs through relationship with teachers who serve not merely as information 
sources but as exemplars of what it means to lead an intellectually engaged life. 

The implications for academic labor extend beyond the immediate question of job 
security to encompass the nature and dignity of teaching work itself. Even in 
scenarios where human educators are retained, the increasing automation of core 
teaching functions risks transforming the profession into something fundamentally 
different and potentially less fulfilling. Research on automation across various 
professional domains has documented a phenomenon of deskilling where workers 
who oversee automated systems gradually lose the expertise that initially qualified 
them for their roles, becoming primarily system monitors rather than practitioners of 
their craft (Eubanks, 2018). For educators, this could manifest as a shift from being 
the primary intellectual authority and pedagogical decision-maker to being a curator 
of AI-generated content and an auditor of AI-generated assessments, roles that 
require different skills and provide different forms of professional satisfaction than 
traditional teaching. The concern is not merely that such roles would be less 
desirable to current educators but that they might not attract the same caliber of 
talent to the profession, leading to a gradual erosion of teaching quality even as 
efficiency metrics improve. If the most intellectually rigorous and creatively fulfilling 
aspects of teaching are automated away, leaving primarily administrative and 
exception-handling functions, the profession becomes less attractive to precisely the 
individuals who would be most capable of pushing back against inappropriate 



automation or maintaining high standards when institutional pressures encourage 
corner-cutting. 

The socioeconomic implications of widespread educational automation extend 
beyond the teaching profession to encompass questions of equity and access in 
society more broadly. The optimistic vision is that AI will democratise access to 
high-quality education, making world-class instruction available to students 
regardless of geographic location or family income, finally realising the promise of 
education as a great equaliser that provides pathways to upward mobility for those 
born into disadvantage (Miao et al., 2021). This vision has moral force and should 
not be dismissed lightly; there are genuine benefits to expanding access through 
technology, and students in under-resourced schools or rural areas might well prefer 
AI-delivered instruction to no instruction or to instruction from under-qualified 
teachers hired out of desperation to fill staffing gaps. However, the counter-concern 
is that widespread automation might create a two-tiered system where affluent 
students continue to have access to human-led education with all its relational depth 
and flexibility, while less-privileged students are increasingly relegated to automated 
alternatives that are efficient and scalable but lack the qualities that make education 
truly transformative (Eubanks, 2018). This would represent not democratisation but a 
new form of educational stratification where the most valuable form of 
education—education that involves genuine human connection, mentorship, and 
personalised attention—becomes a luxury good available primarily to those who can 
afford premium educational services. The danger is particularly acute in higher 
education, where prestigious institutions are likely to maintain high faculty-to-student 
ratios and resist automation as part of their value proposition, while less-selective 
institutions facing financial pressures may adopt automation extensively, 
inadvertently creating a system where educational quality correlates even more 
strongly with institutional prestige and student affluence than it already does. 

 

7. Toward Responsible Governance: Constraints on Technological Possibility 

The development of platforms like Kognita demonstrates that the technological 
capabilities for comprehensive educational automation now exist and will only 
become more sophisticated with continued advances in AI. The critical question is 
not whether these capabilities will continue to expand but how institutions, 
policymakers, and the education community will govern their deployment to ensure 
that they serve genuinely beneficial purposes rather than simply pursuing efficiency 
and cost reduction at the expense of educational quality and professional dignity. 
The challenge is to develop governance frameworks that are neither Luddite 
rejection of useful technology nor naive embrace of innovation regardless of 
consequences, but rather reflect a clear-eyed assessment of what AI does well, what 



it does poorly, and what should remain under human authority even when 
automation is technically feasible. 

The first principle of responsible AI governance in education must be the 
preservation of human judgment and accountability for consequential decisions 
affecting students. This means establishing clear boundaries around the types of 
decisions that can be fully automated versus those that require human oversight and 
approval. UNESCO's guidance provides a useful starting framework with its principle 
that no algorithm should grade, certify, or discipline students without qualified human 
review (UNESCO, 2024), but this needs to be operationalised into specific 
institutional policies that define what constitutes adequate review, what qualifications 
reviewers must have, and what recourse students have when they believe 
automated decisions are in error. For platforms like kognita, this might mean 
designing the aiExamMarker flow not as a replacement for educator judgment but as 
a decision-support tool that provides detailed analysis and recommendations that 
educators then consider alongside their own assessment, with explicit prompts 
requiring educators to review specific aspects of the AI's analysis rather than simply 
accepting its output. The goal is to structure the interaction between humans and AI 
in ways that preserve rather than atrophy human expertise, ensuring that educators 
remain genuine decision-makers rather than becoming rubber stamps for algorithmic 
output. 

The second principle must be transparency about AI use and its limitations, both for 
students who are subject to AI assessment and for educators who use AI tools in 
their teaching. Students deserve to know when their work is being evaluated by AI 
systems, what criteria those systems use, what data is collected about their 
performance, and how that data will be used or protected. This transparency is not 
merely a matter of informed consent but of educational integrity; students should 
understand that they are engaging with technology rather than being deceived into 
believing they have human attention when they do not (Holstein et al., 2021). For 
educators, transparency means providing clear documentation about how AI tools 
work, what their known biases and limitations are, and under what circumstances 
their output should be questioned or overridden. This requires moving beyond the 
black-box model where AI systems are presented as infallible oracles to a more 
honest acknowledgment that these are probabilistic systems with known failure 
modes, and that expertise in using them involves understanding when they are 
appropriate and when they are not. 

The third principle involves establishing institutional policies that explicitly constrain 
the use of AI automation to augmentation rather than displacement, recognising that 
without such constraints the economic incentives will push toward the latter even 
when the former is pedagogically preferable. This might involve policies that specify 
minimum faculty-to-student ratios that cannot be reduced through automation, 
requirements that certain courses or course components must involve direct human 
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instruction, or contractual protections for academic labor that prevent AI-driven 
elimination of teaching positions. Such policies represent a form of deliberate 
inefficiency from a narrow cost perspective, but they reflect a judgment that 
education is a domain where efficiency should not be the paramount value and 
where certain human elements are worth protecting even at financial cost. The 
difficulty is that in a competitive higher education market, institutions that unilaterally 
adopt such constraints may find themselves at financial disadvantage compared to 
competitors who embrace automation more fully, suggesting that effective 
governance may require coordination across institutions or even regulatory 
intervention to prevent a race to the bottom where competitive pressures drive all 
institutions toward maximal automation regardless of pedagogical consequences. 

The fourth principle addresses the question of equity in AI access and deployment, 
ensuring that the benefits of AI augmentation are broadly distributed rather than 
accruing primarily to already-privileged populations while the costs of automation fall 
primarily on vulnerable communities. This requires careful attention to how AI tools 
are designed and for whom, with explicit efforts to ensure that systems work well for 
diverse student populations including non-native speakers, students with disabilities, 
and those from cultural backgrounds that may not be well-represented in training 
data. It also requires thinking carefully about institutional adoption patterns to prevent 
the emergence of a two-tiered system where AI is used primarily to reduce costs in 
under-resourced institutions while more privileged settings continue to provide 
human-intensive education (Gašević et al., 2023). Addressing this requires not 
merely technological solutions but funding models and policy frameworks that enable 
all institutions to use AI for genuine augmentation rather than being forced into 
automation as a cost-cutting measure. 

 

8. Conclusion: Technology as Choice, Not Destiny 

The development of kognita represents a proof-of-concept for comprehensive, 
stakeholder-specific AI integration in higher education, demonstrating both the 
remarkable capabilities and the profound challenges that emerge when generative AI 
moves from peripheral tool to core infrastructure. The platform shows that AI can 
effectively personalise learning at scale, automate time-intensive assessment tasks, 
provide sophisticated forensic analysis of academic integrity, and even deliver entire 
courses in the absence of human instructors. These capabilities are not theoretical 
possibilities but implemented functionalities that work with current technology and 
will only become more sophisticated as AI continues to advance. The question facing 
higher education is not whether such systems are possible but whether and how 
institutions should deploy them, recognising that technological capability does not 
automatically imply pedagogical wisdom or ethical acceptability. 
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The central argument of this paper is that the integration of AI into education forces a 
confrontation with fundamental questions about what education is for, what makes 
teaching a profession worthy of respect and adequate compensation, and what 
aspects of learning require human presence even when machines can approximate 
the surface features of instruction. The optimistic scenario is that AI enables a 
transformation where routine administrative work is automated, allowing educators to 
focus on mentorship, inspiration, and the cultivation of critical thinking through 
genuine dialogue with students who are known as individuals rather than anonymous 
members of large classes. This scenario requires deliberate institutional choices to 
use AI for augmentation rather than displacement, to maintain faculty positions and 
redefine their focus rather than eliminating them, and to resist the economic 
pressures that will inevitably push toward maximal automation. The pessimistic 
scenario is that economic incentives and competitive pressures lead institutions to 
pursue cost reduction through automation regardless of pedagogical consequences, 
creating a system where human educators are increasingly rare, teaching becomes 
deskilled through over-reliance on automated systems, and education is reduced to 
content delivery and assessment without the relational depth that makes it 
transformative. This scenario does not require any institution to deliberately pursue 
it; it could emerge gradually through incremental decisions, each justifiable in 
isolation, that cumulatively transform the nature of education in ways that no 
stakeholder would have chosen if presented with the full trajectory upfront. 

The trajectory that actually unfolds will be determined not by technology but by 
governance, by the policies and norms that institutions establish to constrain 
technological possibility, by the labor protections that educators secure through 
collective action, and by the broader societal commitment to education as a public 
good rather than merely an economic service. Platforms like kognita make visible 
what is at stake in these decisions by demonstrating in concrete terms what 
comprehensive automation looks like and what capabilities it provides. The Crisis 
Management module, in particular, serves as a revealing technology that shows both 
the promise and the peril of AI-driven education: it genuinely provides educational 
continuity in emergency situations, ensuring that students do not lose an entire 
semester because their instructor becomes unavailable, but it simultaneously 
demonstrates that human instructors can be replaced by AI agents for many of the 
functions that have historically defined their work. Recognising this dual-use nature 
is essential for developing appropriate governance frameworks that encourage the 
beneficial uses while constraining the harmful ones. 

The imperative for institutions is not to reject AI in education but to govern it 
according to values that prioritise human flourishing, pedagogical integrity, and 
equitable access over narrow conceptions of efficiency and cost reduction. This 
requires ongoing dialogue involving all stakeholders—students, educators, 
administrators, and the broader community—about what should be automated and 
what should remain human, what risks are acceptable and what harms must be 
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prevented, and what kind of education we want to build for future generations. 
Technology will continue to advance regardless of these conversations, but whether 
that advancement serves humanistic purposes or simply concentrates power and 
reduces education to its most easily measured components depends on the choices 
we make now, at this inflection point, about how these powerful tools will be 
deployed and who will control their use. kognita demonstrates what is possible; the 
far more difficult and consequential question is what should be permitted, what 
should be encouraged, and what should be prohibited even when technically 
feasible. The answer to these questions will determine not merely the future of 
educational technology but the future of education itself. 
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